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SURREY Multimodal biometrics

e Different biometric

modalities developed
—finger print
—1r1s
—face (2D, 3D)
—voice
—hand
—lips dynamics
—gait
Different traits- different properties
susability
sacceptability
sperformance
srobustness in changing environment
ereliability
«applicability (different scenarios)
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SURREY Benefits of multimodality

m Motivation for multiple biometrics
m To enhance performance
m To increase population coverage by reducing the failure to enrol rate
m To improve resilience to spoofing
m To permit choice of biometric modality for authentication

m To extend the range of environmental conditions under which authentication
can be performed

m To enable seamless switching/fusion of different biometrics in dynamic
acquisition scenarios
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SURREY OUTLINE

Fusion architectures
Problem formulation
Estimation error

Case study: Multimodal and cross-modal
person re-identification

m Conclusions

The aim: To discuss the purpose of multimodal
biometrics fusion, and to introduce basic fusion
architectures and underlying mathematical models
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SURREY Fusion architectures

m Integration of multiple biometric modalities

m Sensor (data) level fusion

s Linear/nonlinear combination of registered variables
m Representation space augmentation

m Feature level fusion
m Soft decision level fusion
m Decision level fusion



o, dvEsSor Decision level fusion

' GMM H>H->
MLP = c
I MSE [PE 5 L
>
GMM HpH+| W=
HMM >

Features

/\ threshold Data
1 score




UNIVERSITY OF

SURREY Decision-level fusion

m How useful?
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SURREY Decision-level fusion

m Accepted by either modality

T, score modality1

— score modality2
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Decision-level fusion

m Accepted by both
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Decision-level fusion
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Score-level fusion

m Should improve performance
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score modality1
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SORKREY Data level fusion
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SURREY Feature level fusion
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.y of Score level fusion
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SURREY Biometric system
A b FEATURE X d
—— SENSOR > SELECTOR/ > CLASSIFIER —»—
EXTRACTOR

Pattern recognition problem
N — number of classes

b - biometric trait
x - feature vector
P(6) -prior1 probability of
class 0

P ( T | 0 -measurement distri-

butions of patterns in
p(br|0) class @
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SRS O Bayesian decision making

Bayes minimum
Error rule b — w Zf
P(w|br) = maxgP(0|by)
P(w; | by)
Aposteriori class
Plw; by probabilities
P(w; | by)

\—
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SURREY Problem formulation
= Given biometric traits: by, ....0K]
biometric features: |xq,.....Tx|
identities: 01, ..., 0R]

m Bayes decision rule

m Assign subject to class w if

P(w| by,..., byx) = max P(6 | by,..., by)
m Note

p(b i A b ) Plw
Plialbis i) v PRty e ) F AT

normalisation factor
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SURREY Fusion options

m Signal level fusion

p(bl,....,bK|w) X f@]{(iabla"“abf(‘w>
x [. P(w|2)p(Z|b1, ..., bk)
o< P(wlz)

m The integration over 2 is marginalisation
over the distribution p(z|by,....,bK)
m X is a feature vector determined by all traits

s Implicitly a multiple classifier fusion
e Bagging, boosting, drop out, hard sample mining

= Marginalised estimate of class posterior P(w|z)
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SURREY Fusion options
——
-8B |los| A
. —tr—
m Feature level fusion = |los|
p(bl,..b[{|CU) X 9;31"’3;3Kp(£/1\3‘17'7§;K'7bla""7bff‘(‘u)

X [o an Pl 2x) [T p(2:lb:)
X P(w|a:1, ..,ZUK)
m Each modality has its own set of features Xx;
m Score is a function of all x; jointly

m Fusion process marginalisation is over the joint
distribution of all modalities

m In addition, there could be modality specific
marginalisation at the feature extraction level

22



UNIVERSITY OF

SURREY Fusion options

-8B i9s|

]

|

. )
| -{los
m Score level fusion

p(bl, i b}(lw) XX 11; f:f?z p(i’i, bz\w)
X [, J5, P(w|Zi)p(Zi|bi)
X zP(W‘%)

m Each modality has its own set of features x;

m The fused score is a product of individual
modality specific scores

m Fusion process marginalisation is over modality
specific distributions

|
|
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SUIRREY Problem formulation: comments

m basic score level fusion is by product
= product can be approximated by a sum if
P(f|lzx) does not deviate much from P(0)

i.e. P(Alxr) = P(6) + Ay
m the resulting decision rule becomes

p(bl, bK|w) X HZ P(w’azi)
x )_; Plwlzi)
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SURREY Effe

P(w; | %) % |

N\

ct of estimation errors

Aposteriori class probabilities

P(aw; | Xg)

7]

Xk

stimation error /
distribution

margin
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Sources of estimation errors

Plali) = [ [ Pl X Mp(M)p )y

X;

X

M
p(M)
Y1
(i)

Feature vector output by sensor 1

Training set for the 1-th expert

Classifier model

Distribution of models
Parameters for expert 1

Distribution of expert 1 parameter
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SURREY Coping with estimation errors
P(w; | x\) Aposteriori class
probabilities
P(o; | Xy) Reducing

> the
_\ variance
\
stimation error ™
distribution j&

margin

g
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R — Direct score fusion: score
SURREY normalisation

m Aposteriori class probabilities are
automatically normalised to [0,1]

m Some systems compute a matching
score S;, rather than P(w;|x)

m Scores have to be normalised to

facilitate fusion by simple rules
m aposteriori probability estimate

p(s|w;) P(w;)

P(w;|s) =
(wils) St p(slwg) Pwy)
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SURREY Score normalisation (cont)

m Motivation for score normalisation
m Non-homogeneous scores (distance, similarity)
m Different ranges
m Different distributions
m Desirable properties
m Robustness
m Efficiency
m Most effective methods
= Nonlinear mapping with saturation for very large/small scores
m Increased sensitivity near the boundaries (Ross and Jain)
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@ Min-max

m Scaling

m Z-score

S

W)

W)

s —mins

maxs — mins

Score normalisation (cont)

s Median s — median s

s —
MAD
MAD = median|s — median(s)|
Double sigmoid
1
1+ exp{—2(*:9)}

r has different values for scores greater/smaller
than threshold ¢

Tanh

§:

§= O.5[tanh{0.018%} + 1]

Min-max, Z-score and tanh are efficient,
median, double-sigmoid and tanh are
robust
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¥ SURREY  Face spoofing attack detection

= The problem m The approach - anomaly detection

'y \
Real\ Attack
® \ A
® ® \ 4 A
® \ A
® ® ¢ \ A

e o
s

With Glasses Without Glasses

Attack

Print Video 3d Mask Print Video 3d Mask

Bena -
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SURREY One class normalisation method

m Two-sided normalization

0.4

m p% tail cut-off
m cut-off points mapped to [0,1]

m Heavy tail distribution

0.35 [~

03

0.25 -

0.2

——Gaussian i 0.15 -

0.1+

0.05 -

Scores

3D Assisted 2D Face Recognition Presented by: Soroush Fatemifar May 2019
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UNIVERSITY OF Case study in multimodal
LIS soft biometric fusion

m Multimodal biometric traits

m Multimodal sensing of the same biometric trait
m Different spectral bands
m Voice/image sensed lips dynamics
m Visual/language modalities for person re-identification
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RREY Background and motivation

m Video surveillance very important tool for crime
prevention and detection
m Watch list
m Forensic video analysis

m Hard biometrics (face) not always available

m Other video analytics tools are useful alternatives
m Soft biometrics (clothing, gait) S ‘
m Tracking
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£ unvessiTy oF Soft biometrics and re-
I identification

m Person Re-ldentification

= Recognising a person from non-
overlapping cameras

m Formulated as a ranking problem




SURREY Re-ID with V&L

m The majority of existing methods are
vision only

= Images or videos
m Joint vision and language modelling

= Image and video captioning, Visual
question answering, Image synthesis
from language, ...

m Can language help vision in Re-ID?
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SURREY Language annotation

® Augmenting existing datasets

m CUHKO3: ~2700 descriptions
m VIPeR: ~1300 descriptions

m Crowd-sourced, 8 annotators

® Annotation

Free style sentences, not attributes
Encouraged to cover details

On average 45 words per description
Per image rather than per identity



UNIVERSITY OF

SURREY

Language annotation

A front profile of a young, slim and average

height, black female with long brown hair. She
wears sunglasses and possibly earrings and
necklace. She wears a brown t-shirt with a golden
coloured print on its chest, blue jeans and white
sports shoes.

A short and slim young woman carrying a tortilla
coloured rectangular shoulder bag with caramel straps,
on her right side. She has a light complexion and long,
straight auburn hair worn loose. She wears a dark
brown short sleeved top along with bell bottomed ice
blue jeans and her shoes can’t be seen but she might
be wearing light colored flat shoes.



SURREY Person Re-ID

m Crossmodal & multimodal matching facilitated by
CAA

SE-ResNet based Vision L
Model ﬂmg Vis:gn
(50 layers , [ 3 X 3] kernel)

Joint CCA

Embedding
Space Learning

A tall, slim man, probably an Asian in
his early twenties. He has dark short

hair. He is wearing spectacles and he
is holding something in his hand, SE-ResNet based Language L
probably a letter or envelope cover. Model ftxt = 'Dt
He is wearing a multi-colour polo t- 50 lavers 1 X 2 1kernel ex
shirt with blue, white, black and red ( Y ! [ ] )

stripes on it. He is wearing a pair of
dark colour pants and brown shoes.

m Performance gain due to
m Joint training
m Fusion of modalities
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SURREY Canonical correlation analysis

m Consider features x and y extracted from
two biometric modalities

m Basic principle - find direction in the
respective feature spaces that yield
maximum correlation

m Gauging linear relationship between two
multidimensional random variables (feature
vectors of two biometric modalities)

m Finding two sets of basis vectors such that the
projection of the feature vectors onto these
bases is maximised

m Determine correlation coefficients

96
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SURREY CAA problem formulation

= Training set of pairs of vectors (7;,¥;), ¢ = 1.n
m Maximisation of the correlation of the projections

E{u‘ } = wl TTu‘ —
E{w yyl y} = zLTnyuy =

m Leads to an eigenvalue problem
0 Cyuy Wi ||
ECe @ wy |
— (1= K)Cpo + kI 0 Wy
N 0 (1—K)Cyy + Kl Wy
m With cov matrices regularised by k[

97
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SURREY Re-ID with V&L

m Three sets:
m Training, query, gallery
m Training: image and language pairs
m Various settings, query x gallery:
= VxV,LxL VxL VxVL VLxVL

m Asymmetric settings:
m Transfer language info. With CCA

m XQDA as metric learning



£ unwememor  Multimodal and cross-mocsiRiiNsEs
= SURREY retrieval

AXM-Net: Semantic Alignment and Context
Sharing for Cross-Modal Person Re-identification

Person is male,
wearing a dark
colored blazer
with a white
dress shirt, dark
pants and brown
shoes. He is
carrying a box
and is wearing
glasses
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AXM-block
based Visual &

W2V

Textual Feature
Learning
Network

A young boy is
wearing green
shirt with black
and green shorts.
He has black bag
strap over his
body. His shoes
are blue sports
joggers.

24 x14 x 512

14 x 512

=7 Non-Local

Align

1 x14 x 512

Loss

Configurations

(Vp Vg, T)

Vg, T)

(Vp,T)

Vg, T)

(Ve,T)

Lip.

Joint

L Triplet

L Triplet

LAffinitV

LAffinitV

Ammarah Farooq, etal., "AXM-Net: Cross-Modal Context Sharing Attention Network for Person Re-ID", Arxiv, 2021.
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Adaptive cross-

Visual Feature Maps Textual Feature Maps
modal context
sharing semantic
alignment (AXM)-

) el il

_ i Global \
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VI S I O n l' i ........................... .|‘; ‘|
AbiDlodk [FRest f Context sharing 5
Visual and ] \ i . : !
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CrossRe-1ID CUHK-SYSU
Model V=V TSY VT = V VoV ToV VT —» V
Rank@1 mAP | Rank@1 mAP Rank@1 mAP | Rank@1 mAP | Rank@1 mAP
JT + CCA [12] 86.77  88.90
AXM-Net + joint ID + affinity 95.14 96.04) 4466 5049 1993 2482 | 8872 87.02
AXM-Net + joint ID + triplet 95.02 9600 4733 5258 2093 2604 | 87.86 86.40
AXM-Net + joint ID + affinity + triplet || 9429 989 | 4648 5221 2144 2677 | 8862 86.73

Table 3. Performance comparison on cross-modal Re-ID. Query — Gallery
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Baseline Proposed

0

'
:

)
v
f/ |

The lady wears a Blackliongjacket

and black boots. She is carrying a
black should bag.

The woman wears a black
sleeveless top. She wears a BIECH

IESIREASKIR \vith black boots and has

a curly brown afro.

This person is wearing a

and red converses.



SUIRREY Focus on discriminative information

Baseline Proposed

A man carries a brown package
inside a white tote bag with green
graphics while wearing a white t-

shirt with o |GG

The man is wearing a navy blue

shirt with BISGKIDEREE. He has on

brown shoes. He is carrying a

The man is looking over his shoulder
to his right. He has short cut black
hair. He is wearing a horizontally

striied short sleeved short with KigKil

and dark shoes. The man is

holding a

EREfioRt ove: blue shorts with a
WitESHHPEIOAMBISIIES] = oray

shoes.
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m Conclusions
m We have provided an information theoretic underpinning of machine learning
m The properties of information measures impact on performance
e Function properties of measures, data distribution models

m Future directions of research

Parameter distribution

Domain adaptation/shift
Testing and evaluation

Quality dependent distributions

m Training distribution
m augmentation
m balancing distribution biases
m feature distribution augmentation
m boosting
= unlabelled data

112
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SURREY Take home message

Role of multimodal biometrics
Fusion levels
Math formulation of different alternatives

The concept of marginalisation/multiple classifier
systems

Notion of quality based, user specific and cohort
based extensions of fusion

Multimodal sensing and fusion of a single
biometric

Example: fusion of vision/language modalities
for soft biometrics
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