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A class (identity) separation problem
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A. Savran, N. Alyüz, H. Dibeklioğlu, O. Çeliktutan, B. Gökberk, B. Sankur, L. Akarun, “Bosphorus Database for
3D Face Analysis”, The First COST 2101 Workshop on Biometrics and Identity Management (BIOID 2008) 

Roskilde University, Denmark, May 2008.
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A – Aging

P – Pose

I – Illumination

E - Expression 
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An inverse problem is well-posed in the sense of
Hadamard when:
1) a unique solution exists and
2) it depends continuously upon the data.

J. Hadamard, "Sur les problemes aux derivees partielles et leur signification physique". In: Princeton 
University Bulletin, 1902, 49–52.
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Two adverse conditions:
1) Noise in the data (many sources)
2) Dimensionality of the data (from 4D to 2D)

Solution: Regularization
A.N. Tikhonov, "On the stability of inverse problems". Doklady Acad. Sci. USSR 39 (1943), 176–179.
A.N. Tikhonov, "On the solution of ill-posed problems and the method of regularization". Dokl. Akad. Nauk SSSR 
151(3) (1963), 501–4.

A.N. Tikhonov, "On the regularization of ill-posed problems". Dokl. Akad. Nauk SSSR 153(1) (1963), 49–52 (in Russian).
A. N. Tikhonov and V. Ya. Arsenin, "Solutions of Ill-Posed Problems". Wiley, New York, 1977.
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Face Recognition Milestones

1915

35mm still camera

Bledsoe, W. W. 1964. The Model Method in Facial Recognition, TR PRI 15, Panoramic Research, Inc., California.            http://photodoto.com/camera-history-timeline/

1991

Kodak

Digital camera

1024p

1991

Turk & Pentland

Eigenface

M. Turk and A. Pentland, Eigenfaces for recognition. Journal of Cognitive Neuroscience 3 (1): 71–86, 

1991.

1964

Woodrow Bledsoe

Face recognition

1973

Takeo Kanade

First FR thesis

Takeo Kanade, Picture Processing System by Computer Complex and Recognition of Human Faces, Kyoto 

Univ.,1973.

Viola, Jones: Robust Real-time Object Detection, IJCV 2001.

Ahonen,et al. Face Description with Local Binary Patterns: Application to Face Recognition, 

PAMI, 2006.

2000

Sharp

First camera phone

320p

2001

Viola & Jones

Face detector

2006

Ahonen et 

al.

LBP

J. Wright et al. Robust Face Recognition via Sparse Representation, PAMI, 31-2, 2009.

http://static7.businessinsider.com/image/4d013ea7cadcbb7033010000/looxcie-video-

camera.jpg

http://www.techinasia.com/samsung-galaxy-s4-infographic/

2010-2013

Wearable camera

480P @ 30fps

Google Glass

720p @30fps

April 2013

Samsung Galaxy S4

1080p @ 30fps

2009

Wright et al.

Sparse rep.

Belhumeur, P.N. et al., Eigenfaces vs. Fisherfaces: recognition using class specific linear projection, PAMI, 

19-7, 1997.

V. Blanz and T. Vetter, A morphable model for the synthesis of 3D faces, SIGGRAPH 1999.

http://commons.wikimedia.org/wiki/File:Three_Surveillance_cameras.jpg

1990s

Surveillance camera

480p @ 30fps

1997

Belhumeur et 

al.

Fisherface

1999

Blanz & Vetter

Morphable face
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D(x, y,σ, k) = (G(x, y, kσ) - G( x, y, σ)) * I(x, y)
D(x, y, σ, k) = L(x, y, kσ) - L(x, y, σ)

G. Lowe, “Object recognition from local scale invariant features”, International Conference on Computer Vision , 1999.
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Linear algorithmData Embed data
x1

xn

Ø K-PCA; K-ICA; K-LDA… (B. Schölkopf et al. 1998)
Ø Are all variations of existing face-space representations. 

The transformation is mediated by a kernel function such as
Gaussian, polinomial, sigmoid and Radial Basis Functions

Ø More robust to noise and discretization - Better separation
of classes

Ø Related to the general Learning Theory

SVM, MPM, PCA, CCA, FDA…

© M. TistarelliWSB  24-1-2021  - Shenzhen 13



Single kernel
Convolution

Multiple kernels
Convolution

Spatial Pooling
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Neural networks have been proposed since
the early ‘40s:
In 1943, neurophysiologist Warren McCulloch
and mathematician Walter Pitts wrote a paper on 
how neurons might work. They modeled a simple
neural network using electrical circuits.

Convolutions or digital filtering have been
used since the 50’s for several vision tasks, 
including face recognition.

The progress in the Theory of Learning and 
of computing power allowed to implement
more efficient and complex neural networks 
with multiple hidden layers…
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v How do humans perform in recognizing faces?

Jenkins, White, Burton (2011)
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v How do machines perform in recognizing faces?

Phillips et al. (2018)
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v However, we’re not done yet…

K. Grm , V. Štruc, A. Artiges, M. Caron, H. K. Ekenel, "Strengths and weaknesses of deep learning
models for face recognition against image degradations” IET Biometrics, 7(1):81-89, 2018
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v The “magic glasses”

M. Sharif , S. Bhagavatula, L. Bauer, M. K. Reiter, "Accessorize to a Crime: Real and Stealthy Attacks on 
State-of-the-Art Face Recognition", CCS’16 October 24-28, 2016, Vienna, Austria
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A deep CNN is used to extract a feature vector with relatively
high dimension. The network can  be supervised by multiclass
loss and verification loss

PCA, Joint Bayesian or metric-learning methods are used to learn
a more efficient low dimensional representation

The amount of training data can range from 100K up to 260M
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…The ordinance adds yet
more fuel to the fire blazing
around facial-recognition
technology.
While the technology grows
in popularity, it has come
under increased scrutiny as
concerns mount
regarding its deployment,
accuracy, and even where
the faces come from that
are used to train the
systems.

https://edition.cnn.com/2019/05/14/tech/san-francisco-facial-recognition-ban/index.html
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... Not many ... (20x14)

It’s more a question of spatial distribution and
…proper frequency tuning

How many pixels to detect/recognize a face?

© M. TistarelliWSB  24-1-2021  - Shenzhen 24



© M. TistarelliWSB  24-1-2021  - Shenzhen 25



© M. TistarelliWSB  24-1-2021  - Shenzhen 26



Simple and 
Complex cells

Hubel DH & Wiesel TN (1962). “Receptive fields, binocular interaction and functional architecture in 
the cat’s visualcortex”. JPhysiol160, 106–154
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The complex log-polar transform is a 
good approximation of the retinal sampling
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Eye movements while watching a girl’s face

A.L. Yarbus, “Eye Movements and Vision”, Plenum Press, 1967
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¨ Attention is driven by utilitarian features related
to the objects’ meaning

J.M,. Henderson, T.R. Hayes, "Meaning guides attention in real-world scene images: Evidence from eye
movements and meaning maps", Journal of Vision 18(6):1-18, June 2018

Fixations Saliency Meaning
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¨ Body parts have a meaning
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¨ Body parts have a meaning
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© M. Tistarelli

Tistarelli, M. and Grosso, E. (1997) "Active face recognition with an hybrid approach” Pattern Recognition
Letters, Vol. 18, pp 933-946, 1997

Tistarelli, M. and Grosso, E. (2000) "Active vision-based face authentication" Image and Vision Computing, 
Vol. 18, no. 4, pp 299-314, 2000
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Tistarelli, M. and Grosso, E. (1997) "Active face recognition with an hybrid approach” Pattern Recognition
Letters, Vol. 18, pp 933-946, 1997

Tistarelli, M. and Grosso, E. (2000) "Active vision-based face authentication" Image and Vision Computing, 
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Tistarelli, M. and Grosso, E. (1997) "Active face recognition with an hybrid approach” Pattern Recognition
Letters, Vol. 18, pp 933-946, 1997

Tistarelli, M. and Grosso, E. (2000) "Active vision-based face authentication" Image and Vision Computing, 
Vol. 18, no. 4, pp 299-314, 2000
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C. L. Leveroni et al. “Neural Systems Underlying the Recognition of Familiar and Newly Learned Faces”, 
The Journal of Neuroscience, January 15, 2000, 20(2):878–886

Recognition of 50 Familiar Faces (FF) vs 50 Newly Learned Faces (NL) and compared to rejection 
of 50 Foil (FO -False Objective) faces. Encoding (EN) session for learning new faces.
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Riesenhuber & Poggio 1999, 2000; Serre Kouh Cadieu
Knoblich Kreiman & Poggio 2005; Serre Oliva Poggio 2007
Anselmi, F., Leibo, J. Z., Rosasco, L., Mutch, J., Tacchetti, A., and Poggio, T., 
“Unsupervised learning of invariant representations”, Theoretical Computer Science, 2015.

Simple cells

Complex cells

Composite feature cells

Complex composite cells
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(S1) In this layer an input image is analyzed with a pyramid of filters (16 filter sizes×4 orientations = 64 images) 
(C1) In this layer, the local maximum between 2 adjacent scales with the same orientation is taken.
(S2) The Euclidean distances between stored prototypes, which are obtained in the learning stage, and new input is computed. 

This process occurs for all bands in C1 and as a result, S2 maps are obtained.
(C2) The global maximum is computed over all S2 responses in all positions and scales in this layer.

HMAX
S2

HMAX
C2

Riesenhuber, M. & Poggio, T. (1999). Hierarchical Models of Object Recognition in Cortex. Nature Neuroscience 2: 1019-1025. 
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The architecture is
inspired by the concept of
Inception-Perception.

The Inception part is
implemented by the S1
and C1 layers of the
HMAX network, followed
by a down-sampling
operator to build the
feature vectors.

The Perception part is
implemented by a
SoftMax layer.

Inception Perception

© M. TistarelliWSB  24-1-2021  - Shenzhen 45



The Gabor and max
pooling layers encode
the face images based on
a biologically-inspired
chain running from the
retinal stage to the V1
cortex.

The connections between
the V1 cortex and the
Superior Temporal
Sulcus, the face-selective
area, is simulated by a
network whose neurons
are activated by a
SoftMax function.

Retinal Cortical STS

Inception Perception
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[1, 3, 13, 15].
Most of the recent proposals which achieve very good re-

sults are based on deep learning methods. Yang et. al. [15]
proposed to use deep neural networks for classifying the
images based on their quality and then, separated face de-
tectors and recognizer algorithms are used depending on the
images quality. Two types of images quality problems are
considered: JPEG compression, and low-resolution. One
disadvantage of this approach is that these types of qual-
ity problems are not always proportional to the face qual-
ity features that can be extracted from the images. Also,
that for each type of quality problem, must exists too much
information for training a specialized face detector and a
recognizer method. Another approach that uses a deep con-
volutional neural network (ConvNet) for predicting the face
image quality is [1]. First, features are extracting by us-
ing deep ConvNet, and then with these features a prediction
model of the face quality is learned by using support vec-
tor regression. The main disadvantage of using deep neural
networks is that their utility for cell phones scenarios and
furthermore by analyzing all the frames in a video sequence
can have a high computational cost.

Zohra and Gavrilova [16, 17] proposed a system where
the illumination distortion is normalized by using quality-
based normalization approaches. The main disadvantage
with this approach is that only the illumination problem is
corrected. The method proposed in [3] considers both im-
age and face characteristics, but it was specifically designed
for FPGA architectures.

It is evident from the analysis above that methods partic-
ularly designed for mobile authentication are still needed.
They should be able to analyze the most common quality
problems on these scenarios in an efficient way.

3. Proposed System
The general proposed architecture for face recognition

on mobile devices is shown in Figure 1. The first step is
to determine the frames of the sequence which contain the
most valuable face information for recognition. Each of the
selected frames is then represented by a feature vector using
the ResNet model [6] for face feature extraction, provided
in Dlib library [8]. This deep learning based method is ef-
ficient and allows us to obtain a unique feature vector for a
set of images. Finally, the classification is made through a
SoftMax function. In the following we will see in details
each of the three steps.

3.1. Face Image Quality Assessment
For active authentication in mobile devices, a video se-

quence can be captured and then the face classification can
be done with those frames with the most relevant informa-
tion. For this aim, a quality value is estimated for each
frame of the video. This quality value is calculated by

measuring four parameters that describe the most common
problems present in face mobile authentication.

The proposed quality measures are based on the use of
facial landmarks, which are obtained through a fast and ac-
curate method [7], implemented on Dlib library [8]. Let
L = {p1, p2, ..., plc} be the set of landmark points extracted
from the face, the four quality measures introduced are:

• Pose: By using the landmarks points from the eyes bor-
ders and the tip of the nose, the displacement with re-
spect to a neutral pose is calculated.

• Eyes: The landmark points detected for the eyes are
used in order to determine a score for the openness of
the eyes.

• Mouth: An openness score of the mouth is estimated
by calculating the opening angle of the lips using the
landmark points detected for the mouth.

• Blur: The precision of the face edges is determined.
This value defines how blurred is the face image.

3.1.1 Pose evaluation

The problem of the face pose is that subjects with differ-
ent identities in different poses are grouped better than the
same subject in different poses. Being able to have images
of poses between +

−45 degrees, will allow us to have a bet-
ter description of the face to compare it with images in the
gallery, which are usually in frontal pose.

The estimation of the pose is determined by calculating
the displacement of a set of landmark points with respect to
a face with neutral pose of a 3D model. The selected points
belong to the edges of the eyes, the edges of the lips, the tip
of the nose and the tip of the chin. For better understanding
a graphic example is illustrated in Figure 2.

Figure 2. A graphic example of the points used for estimating the
face pose.

3.1.2 Facial expression evaluation

Different facial expressions modify face shape and appear-
ance. The eyes and the mouth, are two of the face regions
that have greater changes with different expressions. In the
case of the eyes being completely closed (both or one eye),

2

ØMeaningful facial regions are extracted according to the position of 
facial landmarks

Ø Images are clustered in different categories, according to the 
approximate head rotation along the vertical axis.

Ø Regions are associated to each pose category according to their 
visibility
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Face

Detec!on

Landmark 

Detec!on

Score Quality

Image

The quality score of 

the face is defined 

by taking the pose, 

the state of the 

mouth, the eyes 

and the blurry 

image

Input

Output

0.61538

0.67585

0.87615

The face quality

score is es!mated

with a weighted

sum of the

measures

describing the pose, 

the mouth, the

eyes and the image

blur

Figure 5. General steps for selecting the best N frames in a video sequence.

where q ∈ [0, 1]: 1 represents the highest quality and 0
the lowest, and ki, i ∈ {p, e,m, b} are the weights for each
feature with:

∑
ki

i∈{p,e,m,b}

= 1. (4)

A visual example can be seen in Figure 5, where the gen-
eral steps of the face image quality assessment method are
presented.

3.2. Feature extraction
As was mentioned before, the facial feature extraction

for each of the selected frames is performed by using the
face deep network model of Dlib library [8]. This model is
based on a version of the ResNet model which has 29 con-
volutional layers [6]. The output of this network is a 128 di-
mensions float vector, that represents the subject facial fea-
tures and appearance. Since the obtained vectors represent
a unique face, it is possible to combine them by applying an
average pooling strategy across the 128 dimensions of the
feature vector.

3.3. Classification
The classification stage is carry out using the SoftMax

function. The loss function of SoftMax is based on the
cross-entropy loss:

Li = −log

(
efyi∑
j e

fj

)
(5)

where fj is the j−th element of the feature vector rep-
resenting subject f , while Li is the full loss of the dataset
over the training examples.

Softmax function gives probabilities for each class and
it is commonly used as the final layer at the end of a neural
network. Supposing that we have a classification problem

with 10 different classes, thus the dimension of the output
layer is 10. The ideal goal is to find 1.0 as score for a single
output node, and the probability for the rest of the output
nodes is zero. The best architecture for such requirement is
Max-layer output, which will provide probability of 1.0 for
the maximum output of previous layer and rest of the out-
put node will be considered as zero. But such output layer
will not be differentiable, hence it will be difficult to train.
Alternatively, if we use the SoftMax function to resolve this
case, it will almost work like the Max layer. It will be differ-
entiable to train by gradient descent. Exponential function
will increase the probability of maximum value of the input
comparing to the other value. Another special characteris-
tic for SoftMax layer is that the summation of all output is
always equal to 1.0.

Since we have used the model from Dlib library to rep-
resent the videos, we do not use the original classification
layer from the model. Hence, we decided to used SoftMax
for classification.

4. Experimental results
The UMD-AA dataset [4], a very challenging testbed for

performing experiments on active authentication for mobile
devices, has been used to perform the tests. The videos are
recorded in different illumination conditions within a labo-
ratory room. The first image subset was captured with arti-
ficial lighting (Session 1). The second subset was captured
without any illumination (Session 2). The last subset was
captured under natural sunlight (Session 3). The database
is composed by videos from 50 subjects. For each subject
5 videos are available in each session. One out of the five
videos, containing different changes in the face position and
rotation, is used for enrollment. The remaining four videos
are used for testing. The test videos are captured from mo-
bile devices while the user is performing a specific activity,
such as looking at a window popup, scrolling test, taking a

4

© M. TistarelliWSB  24-1-2021  - Shenzhen 47



Ø The S1 and C1 layers in the HMAX are used.
v The S1 layer performs a band-pass filtering with a bank 

of Gabor kernels.
v At the local invariance layer (C1), a local maximum is 

computed for each orientation. 
Ø The final feature vector is built by down-sampling the output 

by 8, obtaining a 256-dimensional feature vector.
Ø The feature vectors, extracted from different facial regions, 

are concatenated into a single feature vector of fixed size, 
according to the head rotation. For example, the feature 
vector for head right rotation is: 

𝐹 = 𝐹!"; 𝐹#; 𝐹$; 𝐹%
𝐹!" ; 𝐹#; 𝐹$ 𝑎𝑛𝑑 𝐹% are the feature vectors obtained from the face 
regions extracted from the left eye, mouth, chin and forehead.
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¨ During the learning phase, a neural network, with a
SoftMax activation, is trained from a subset of the
available sample data (disjoint from the test data).

¨ The loss function for the SoftMax layer is based on the
computation of the crossentropy:

𝐿! = −log(
𝑒"!
∑ 𝑗𝑒""

)

Where 𝒇𝒋 is the j-th element of the feature vector
representing subject f, while 𝑳𝒊 is the full loss over the
training examples.
¨ The concatenated feature vectors are fed to the

classification network. The scores obtained from each
image group are fused by applying a mean rule.
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Ø In this experiment different regions are fused 
from each frame category. 

Ø The features extracted from the fiducial regions 
are concatenated into a single feature vector 
for classification. 

Ø In this experiment the protocols defined 
for the UMDAA database were applied. 

Ø Performances are compared with Fisher 
Faces (FF), Sparse Representation based 
classification (SRC) and Mean-Sequence 
SRC (MSSRC) and the  VGG deep 
network model. 

Khellat Kiehl, S, Lagorio, A and Tistarelli, M (2019) "A Biologically-Inspired Attentional Approach for Face 
Recognition” Proc. of IAPR/IEEE Int.l Workshop on Biometrics and Forensics – IWBF 2019, Cancun, Mexico, May
2019.
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HMAX

HMAX

HMAX

HMAX

HMAX

Score 
fusion S
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HMAX Space representation on uniformly 
sampled face images

HMAX Space representation on log-polar 
sampled face images
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S1

S2

Uniform resolution Log-polar mapping
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S1

Training Testing FF SRC MSSRC VGG Outer
face

Ocular
regions Fusion

1 2 54.48 52.79 47.21 62.27 53.15 33.33 54.95

1 3 45.27 51.18 46.15 49.09 94.31 91.87 95.12

2 1 25.52 44.18 43.06 50.91 56.76 66.67 78.38

2 3 56.80 58.58 60.36 38.18 84.68 73.87 84.68

3 1 24.77 17.64 17.64 47.27 48.78 73.17 73.98

3 2 56.01 51.95 45.85 33.64 48.65 31.53 50.45

Lab light Dim light

Sun lightLab light

Lab lightDim light

Dim light

Dim light

Sun light

Sun light

Sun light

Lab light

Performances are compared with Fisher Faces (FF),
Sparse Representation based Classification (SRC), Mean-Sequence SRC (MSSRC) and VGG deep CNN. 
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Ø Deep neural architectures provide today the current state
of the art performance of face recognition in the wild.
v The large number of layers requires a huge amount of data
for training to reach a stable configuration of the neural
connectivity.

v They are sensitive to unexpected changes in the spatial
frequencies of the input patterns.

Ø Simple biologically-inspired networks may allow to
perform very complex visual tasks.

Ø In biological systems attention drives recognition.
v A space-variant scale-space decomposition of the input
signal allows to select the most informative data.

Ø The S1C1 neural architecture, derived from the HMAX model,
with face quality, outperforms the deep VGG model.
v The peripheral area of the face (face outline and hair
dressing) proved to be very distinctive for recognition.
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“AI  FOR  BIOMETRICS / 
BIOMETRICS  FOR  AI”

18th Int.l Summer School for Advanced Studies on
Biometrics for secure authentication:

Alghero,  Italy - May, 31 – June 5 2021
http://biometrics.uniss.it

Contact: tista@uniss.it

Biometrics	Council
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