
Trustworthy Deep Learning from Open-set Corrupted Data

OBJECTIVES

HIGHLIGHTS

1. Developing a dual-scored methodology to model open-set instance-dependent noisy labels robustly; Designing instance-

level learning algorithms with theoretical guarantees to solve the proposed model.

2. Exploiting generalized unlabelled data as auxiliary medium to robustly handle open-set adversarial examples; Leveraging

adversarial robust loss to jointly train on original training set and unlabelled data with pseudo-labels.

3. Designing an adversarial dual checking methodology to robustly adapt from corrupted source domain to open-set

unlabelled target domain.

4. Automating and integrating above orthogonal techniques into an Automated Trustworthy Deep Learning (AutoTDL)

system; Testing this system using real-world corrupted data.
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